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Abstract
Understanding how misleading and outright false informa-
tion enters and spreads within news ecosystems remains a
difficult challenge that requires tracking how stories spread
across thousands of fringe and mainstream news websites.
To take this challenge, we introduce a novel system that
utilizes encoder-based large language models and zero-shot
stance detection to scalably identify and track news stories and
their attitudes to different topics across thousands of factually
unreliable, mixed-reliability, and factually reliable English-
language news websites. Deploying our system over an 18-
month period, we track the spread of 146K news stories across
over 4,000 websites. Using network-based interference via
the NETINF algorithm, we show that the paths of news sto-
ries and the stances of websites toward particular entities can
be used to uncover slanted propaganda networks (e.g., anti-
vaccine and anti-Ukraine) and to identify the most influential
websites in spreading these attitudes in the broader news
ecosystem. We hope that the increased visibility into news
ecosystems that our system provides assists with the reporting
and fact-checking of propaganda and disinformation.

1 Introduction

Misinformation has promoted dangerous fake health
cures [16], promoted jingoism and propaganda during
wars [84, 109, 121], and incited violence [6, 17]. While there
has been significant investigation into how misleading in-
formation spreads across social media platforms and fringe
websites [80, 81, 127], recent work has emphasized the de-
gree to which the vast majority of people do not visit fringe
websites or regularly encounter misinformation on social me-
dia [10,101]; rather, most people consume news through more
mainstream platforms like television news [10]. However, sys-
tematically tracking how misleading, propagandistic, and out-
right false information spreads from untrustworthy websites
into mainstream media and how fringe websites influence
the broader news ecosystem remains a significant technical

challenge due to the magnitude and distributed nature of the
news ecosystem [9, 19, 61, 127].

In this work, we introduce and validate a system for
scalably identifying and tracking potentially unreliable news
stories across different English-language media ecosystems.
Building on past work [3,62,92,145], our proposed approach:
(1) collects articles by continually crawling news websites
from across media ecosystems; (2) extracts semantic stories
and articles’ stances towards different topics using a fine-
tuned version of the e5-base-v2 large language model [138],
DP-Means clustering [38], and zero-shot stance detection [8];
and (3) identifies the relationships between news websites
and broader ecosystems using the NETINF algorithm [49].
We note that our approach does not make factual assessments
of individual stories, which is a deeply nuanced task. Rather,
our system allows us to shed light on how stories travel
across the distributed news ecosystem.

We analyze the results from our deployed system across an
18-month period during which we collected articles from pre-
curated lists of 1,003 factually unreliable news websites (e.g.,
twisted.news), 1,012 mixed factuality reliability websites (e.g.,
foxnews.com), and 2,061 factually reliable news websites
(e.g., washingtonpost.com) maintained by Media-Bias/Fact-
Check [33] and Hanley et al., [60]. Analyzing 146K stories
that our system extracted from 29M articles on these news
websites, we observe significant crossover in the stories cov-
ered by different news ecosystems [136]. We show that reli-
able and mixed-reliability news websites play the largest role
in setting the stories and stories addressed by other websites.
However, despite covering similar topics, our stance analysis
reveals that each type of website adopts distinctive stances
towards shared topics, with factually reliable news websites,
for example, generally being left-leaning and pro-Ukraine and
unreliable websites being the right-leaning and anti-Ukraine.

Framing our story clusters as cascades, our system uses
the NETINF [49] algorithm to uncover relationships between
news websites and to detect potential networks of coordinat-
ing websites that spread particular slanted content and sto-
ries. For example, using this approach, we identify a network



of right-leaning news websites that ostensibly act as local-
news websites, all operated by Metric Media, LLC. Using
this algorithm, we further identify the websites most influ-
ential in spreading stories amongst unreliable websites (e.g.,
thegatewaypundit.com) and the websites from which both re-
liable and unreliable news websites most commonly adopt sto-
ries (e.g., dailymail.co.uk and ussanews.com). Additionally,
we identify the websites that most effectively promote spe-
cific types of information across ecosystems like anti-vaccine
misinformation (naturalnews.com, theepochtimes.com, and
vaccines.news) and anti-Ukrainian propaganda (rt.com, sput-
niknews.com, and news-front.info).

Ultimately, our work introduces an end-to-end system for
building a wide perspective of the English-language news
ecosystem and explores how tracking how stories travel within
it can help us understand how misleading information en-
ters mainstream news and uncover previously unknown re-
lationships between news websites. We hope that our ap-
proach can serve as the foundation for further studies of
how information spreads online. Our code and URL data
are available at https://github.com/hanshanley/tracking-takes
and https://zenodo.org/records/14656479.

2 Related Work

Significant prior work has studied news ecosystems and an-
alyzed how information and misinformation spread online.
Here, we summarize the prior work that our study builds on:
Tracking Narratives on News Websites. Several studies
have utilized online document clustering [22,142] for tracking
news stories. For example, Zhang et al. [146] identify poten-
tial events by monitoring the appearance of specific phrases or
keywords, clustering identified phrases that may indicate news
events, and training a series of classifiers to assign news arti-
cles to identified clusters. Similarly, by clustering a collection
of short phrases or “memes” across news websites and blogs,
Leskovec et al. find that smaller blogs often play a definitive
role in encouraging the adoption of particular language onto
mainstream websites [85]. Rodriguez et al. [49,50] further ex-
amine the changing relationships between websites during the
discussion of news events, finding that connections between
websites increase during periods of high activity.

In a similar vein, while many studies have analyzed topics
and their spread using statistical word-association approaches
like Latent Dirichlet Allocation (LDA) and Dynamic Topic
Models [5, 100, 147], recent works such as those by Meng
et al. [96], Hanley et al. [56, 61], and Grootendorst [52] have
used large language models (LLMs) for more granular topic
modeling. In line with our work, Nakshatri et al. [104] utilize
peak detection and HDBSCAN [93] on news article embed-
dings to identify the most prominent news events in a stream
of news articles. Saravanakumar et al. [119] similarly uti-
lize an external named entity recognition system to embed

entity knowledge into a BERT language model to differen-
tiate between news articles about different events. Beyond
these quantitative approaches, many prior works have qual-
itatively investigated the spread of individual news stories
(e.g., [112, 120, 127]).

Most similar to our work, Hanley et al. [62], using MP-
Net and DP-Means clustering, track news narratives across a
smaller number of fringe websites to determine the role that
individual unreliable news websites play in originating and
amplifying news narratives. Their work finds that less-popular
websites oftentimes play an outsized role in promoting narra-
tives that reverberate across the unreliable news ecosystem.

In contrast to these prior works, our study accounts for
the stance towards each topic in order to better differentiate
between articles that cover the same topic. Tracking stance
enables our work to understand the widespread understanding
of individual websites’ ideological skew, changes in cover-
age of individual topics, and the detection of websites that
coordinate in spreading particular types of propaganda.
Analyzing the Spread of Misinformation. While our
approach is one of the first to track both topics and va-
lence/stance towards those topics programmatically in service
of understanding misinformation and propaganda, several
prior works have focused on the peculiarities, detection, and
spread of misinformation. For example, Ma et al. [88] and
Jin et al. [71] utilize recurrent neural networks to analyze
and detect the spread of unreliable rumors on social media.
Abdali [1] et al., taking a domain-based approach, use website
screenshots to assess the credibility of news websites. In addi-
tion to analyzing the spread of general misinformation on par-
ticular social platforms, other works have further investigated
the spread of specific narratives, including those concerning
the Syrian White Helmets [127], QAnon [11, 58, 107], the
Russo-Ukrainian War [59,61,109], and COVID-19 [4,31,89].
We note that because work utilizes topic analysis followed by
stance detection, our system can be used to quickly identify
websites and topics that deserve in-depth investigation, further
enabling studies of these kinds.

Building off these studies, several works have analyzed the
characteristics of misinformation. Juul and Ugander find that
often false information on Twitter spreads faster and wider
than factual information [73]. Indeed, Kwon et al. [81], utiliz-
ing the distinct temporal differences between reliable informa-
tion and unreliable rumors, are able to classify these rumors
with an F1-score as high as 0.878. In a different work [80],
Kwon et al. analyze the semantic and structural characteristics
of rumors on Twitter. In a similar vein, using a learning-to-
rank-based approach and ClaimBuster API, Paudel et al. [108]
identify potential claims that should be fact-checked on Twit-
ter [64].

Beyond studying the dynamics of misinformation, Bak
et al. [15] have proposed concrete steps to ameliorate the
spread of misinformation, including removal and nudges. Fi-
nally, Kaiser et al. [74] have studied how borrowing tech-
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Figure 1: Our pipeline for identifying, labeling, and extracting the stance of story clusters from the daily publications of news websites.

niques from the security warning landscape might help inform
users of potential misinformation.

Unlike the past approaches outlined above, by utilizing
fine-tuned encoder-based large language models, our work
scalably tracks and identifies unique news stories across thou-
sands of news websites without depending on particular key-
words or by limiting analysis to a subset of unreliable websites
previously fact-checked or curated by experts [62, 127]. By
utilizing network analysis combined with stance detection,
our work further provides a highly interpretable means of
understanding the spread and dynamics of propagandistic,
biased, or factually unreliable stories across multiple media
ecosystems.

3 Methodology

In this section, we provide an overview of our data collec-
tion methodology as well as our approach for extracting and
tracking stories across different types of news websites.

3.1 News Websites

Our study analyzes articles collected from three sets of
English-language news websites of varying factual reliability.
We specifically track stories on websites rated by Media-
Bias/Fact-Check [33], a media monitoring website founded
by Dave M. Van Zandt to assess the factual reliability of in-
dividual websites. We use Media-Bias/Fact-Check given its
widespread use in prior work [14,62,103,139] and its ratings’
high agreement with other organizations like NewsGuard.
Unreliable News Websites. We collect news articles from
1,003 websites labeled as having “low” or “very low” fac-
tual reporting by Media-Bias/Fact-Check [33]. We extend
this list with conspiracy theory-promoting websites identified
by Hanley et al. [60]. Our list of unreliable news websites
includes pseudo-science websites like vaccine.news, state-
propaganda outlets such as rt.com, and partisan websites

with low-factuality ratings like the liberal-leaning occupy-
democrats.com.
Mixed-Reliability News Websites. We collect articles from
1,012 mixed-reliability news websites labeled as having
“mixed” factual reporting by Media-Bias/Fact-Check [33].
This list includes websites across the political spectrum, such
as foxnews.com, nypost.com, and theguardian.com.
Reliable News Websites. We collect articles from 2,061 re-
liable news websites labeled as having “high”, “very high”,
or “mostly factual” reporting by Media-Bias/Fact-Check [33].
The category “mostly factual” is included to capture sources
with strong reputations like The Washington Post. This list
also features websites such as reuters.com and apnews.com.

We lastly note that we utilize the full set of English-language
news websites from the lists of Media-Bias/Fact-Check [33]
and Hanley et al. [60] that were accessible to us from the
beginning of our study.

3.2 Definition of a News Story

Our approach tracks specific news stories and their propaga-
tion across websites rather than analyzing broader themes as
captured by methods like LDA [7,36,70]. Following previous
research [61, 62], we adopt Event Registry’s definition of a
news story as “collections of documents that seek to address
the same event or issue” [83, 98]. It is important to note that
even if two ideas are related, they may not constitute the same
news story. For example, while “Florida Governor Ron De-
Santis declares for President” and “Nikki Haley surpasses
Ron DeSantis in the polls” are related, they are considered
separate news stories in our work.

3.3 System Architecture

Our approach for capturing and tracking news stories builds
on the LLM-based story tracking methodology introduced
by Hanley et al. [62]. However, while Hanley et al.’s method



all-mpnet all-mpnet e5-base-v2
BERT USE specious peft+lora peft+lora

0.464 0.749 0.856 0.860 0.866

Table 1: Model Performance on SemEval STS Benchmark. Our
PEFT+LoRA models fine-tuned using unsupervised contrastive loss
perform better than prior work [26, 27, 37, 62, 114].

scalably tracks individual topics, their work does not incor-
porate articles’ attitudes towards a topic. While this was not
problematic for their work, which focused on the spread of
stories amongst unreliable news websites, their approach can-
not track news stories across a broader set of news websites
that present stories in dramatically different ways. We expand
their method to additionally account for the stance/valence
of news articles towards a topic (i.e., we distinguish between
articles that cover vaccines positively vs. negatively).

As shown in Figure 1, our system identifies stories by:
(1) scraping articles from news websites, (2) splitting arti-
cles into passages of 100 words [62, 110], (3) embedding
passages with a fine-tuned LLM [138], and (4) clustering
news articles using an optimized version of the DP-Means
algorithm [38, 72]. To describe clusters that each represent a
story, we extract keywords from the resulting cluster using
pointwise mutual information (PMI) and performing multi-
document summarization with an open-source LLM. Build-
ing on the clusters, we utilize network inference techniques
to identify website relationships and zero-shot stance detec-
tion [8, 55] to determine the stance/position of individual
passages within each cluster. Finally, based on individual
websites’ stances toward their given topics, we perform bias
estimation to quantify websites’ biases along various political
and non-political axes. We detail each stage below:

Collecting and Preparing News Articles. We crawl our
set of 4,076 websites daily using the Go Colly library [125]
from January 1, 2022 to July 1, 2023. Each day, we collect
every website’s homepage, RSS feeds, and linked articles. We
collected a total 29.0M articles: 17.9M articles from reliable
news websites (median 2,467 articles/site), 8.7M articles from
mixed-reliability news websites (median 964 articles/site),
and 2.5M articles from unreliable news websites (median
219 articles/site). We provide to URLs researchers on request.

To prepare our news article data for embedding, we first
remove any URLs, emojis, and HTML tags from the text.
Then, in line with prior work, after first separating articles into
paragraphs by splitting text on (\n) or tab (\t) characters [57],
we subsequently divide paragraph into constituent passages
with at most 100 words [57, 61, 110]. This enables us to fit
passages into the context window of our LLM embedding
model. Further, given that articles often address multiple ideas,
embedding passages allows us to track the often single idea
present within the passage [57, 110]. Our dataset consists of
428M passages. For additional details, see Appendix A.

Embedding Passages. Before embedding our articles’ pas-
sages, to ensure that our embedding model is attuned to the
language of news articles, we tailor our model to our do-
main of our collected articles using Parameter Efficient Fine-
Tuning/PEFT [86] through Low-Rank Adaption/LoRA [69]
with an unsupervised contrastive learning loss based on
SimCSE [47]. Rather than directly fine-tuning the original
model’s weights as in Hanley et al. [62], this approach freezes
the originally trained large language model and introduces an
additional set of parameters of reduced dimensionality that are
then fine-tuned, allowing for better generalizability [69]. We
utilize default LoRA hyperparameters of rank=8 and α=16.1

See Appendix B and C for additional details. We utilize cosine
similarity of embeddings to determine passages’ estimated
semantic similarity [28, 47, 52, 110].

We specifically fine-tune and evaluate two public open-
source large language models, e5-base-v2 [138] and
MPNet [126] using this approach. We benchmark these two
fine-tuned models on the SemEval STS-benchmark (Table 1)
and find that our models outperform prior work as gen-
eral models for semantic similarity. We use the fine-tuned
e5-base-v2 model in this work given its top performance.

Story Identification. We base our story-identification algo-
rithm on Dinari et al.’s optimized and parallelizable version
of the DP-Means algorithm, a non-parametric version of K-
means [38] (see Appendix E). We utilize this approach as
it is highly scalable (able to cluster our 428M embeddings)
unlike other LLM-based approaches [52] while also allow-
ing us to identify stories without a priori knowledge. To
further scale the approach, we re-implement DP-Means [38]
to use the GPU-enhanced FAISS library [72] to perform the
embedding-to-cluster assignments and similarity calculations
required by DP-Means. To determine a suitable threshold
for clustering two news passages together, after fine-tuning
e5-base-v2, we benchmark our model on the English portion
of the SemEval 2022 Task 8 dataset [29] (see Appendix F).
The SemEval 2022 Task 8 dataset consists of two parallel
lists of news articles where each pair is graded on whether
they are about the same news story. Our model achieves a
max F1-score of 0.793 on this dataset near a cosine similarity
threshold of 0.50, which we use in this work. We provide
examples of passage pairs in the Supplementary Material.2

From January 1, 2022 to July 1, 2023, clustering all our em-
beddings required the equivalent of 12 days using an NVIDIA
A100 GPU. After clustering, like in other works [62, 85], we
filter out clusters where 50% or more of the passages are from
only one website (e.g., website-specific headers or author
bios). After this pruning, we identified 146,212 story clusters.
We provide 30 cluster examples in Appendix G and evaluate
these 30 clusters to ensure that they contain coherent stories
using the method outlined by Hanley et al. [62]. We achieve

1https://huggingface.co/docs/peft/task_guides/semantic-similarity-lora
2https://www.hanshanley.com/files/tracking_supp_material.pdf
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an estimated precision of 99.3% of assigning passages to
appropriate story clusters where each passage matches the
summary, keywords, and other passages in the cluster.

Story Summarization and Labeling. To build human-
understandable representations of our clusters, we extract
keywords using pointwise mutual information (PMI), an
information-theoretic for uncovering associations [23], to un-
cover the words most associated with each story cluster [59].
To make these words more uniform, we lemmatize each word
in each cluster. For additional details, see Appendix D. In
addition to keyword extraction, we perform multi-document
summarization utilizing an instruction fine-tuned version of
Llama 3 [39].3 This enables us to summarize the different
perspectives of the passages within a given cluster, while also
allowing humans to easily understand a story cluster’s con-
tents. We utilize the following prompt to summarize the con-
tents of each of our clusters: You work for a news researcher
and your job is to summarize articles. Write a single concise
collective abstractive summary of the texts, where individual
texts are separated by |||||, and return your response as a
single summary that covers the key points of the text.

Website Relationship Inference. To further understand the
relationships between news websites, we analyze how sto-
ries spread across websites over time. We consider the set
of articles in a cluster as a time cascade based on the date
that each article was published, and we use an open-source
version of NETINF [49] to infer the underlying structure and
relationship amongst our set of news websites.4 Given a set
of time cascades (e.g., the time steps for when a particular
website posts an article within a given story cluster), while
assuming that each node in a particular cascade is influenced
by exactly one other node, the NETINF algorithm attempts to
infer the optimal network to explain the observed posting be-
havior [49]. Based on each website’s posting behavior across
the different cascades, NETINF estimates the number of times
that each website copied information from another as well as
the time delay between copies. We provide additional details
about the NETINF algorithm in the Supplementary Material.5

Stance Detection. While passages may cover the same
story, they often adopt different stances [61,78,99] in address-
ing the same event. After identifying the stories on our set
of news websites, we employ stance detection to understand
how different websites address each story. More concretely,
stance detection methods determine the attitude of an author
toward a specific topic or target [20]. Typically, stance de-
tection involves taking a passage pi and a topic or target ti,
and outputting the stance si ∈ {Pro,Against,Neutral} of the
passage pi towards the target ti, where the target is a noun or a
noun phrase. Given that most stance detection methods heav-
ily rely on the topic or target, with many models struggling to

3https://huggingface.co/meta-llama/Meta-Llama-3.1-8B-Instruct
4https://snap.stanford.edu/netinf/
5https://www.hanshanley.com/files/tracking_supp_material.pdf

generalize to topics or targets outside their domain, various
models have been developed to perform stance detection in
zero-shot (where the tested topics or targets are not in the
training data) and few-shot (where very few examples of the
tested topics or targets are in the training data) settings [8,87].

To perform this stance detection, we utilize the current state-
of-the-art zero-shot TATA model [55], which was trained on
the VAST dataset [8]. We note that the size of our dataset of
stance pairs precluded us from using popular large language
model services like GPT-4 or Claude Sonnet. To enhance this
model, we retrained it on both the VAST dataset and news-
specific stance detection NewsMTSC dataset [53]. By training
the TATA model using this extended dataset, we achieved
state-of-the-art F1 scores of 0.781 in the zero-shot setting and
0.741 in the few-shot setting on the VAST test dataset, and a
macro F1 score of 0.849 on the NewsMTSC test dataset.

Rather than performing stance detection on a pre-
determined set of topics [51,78,82], we leverage our topic and
story modeling to conduct stance detection across each story
cluster. This is such that, after we extract story keywords us-
ing PMI, we utilize the Python NLTK library’s Part-of-Speech
(POS) tagging function to identify the most distinctive noun
keywords [21], capturing the topic addressed in each pas-
sage. We further use the NLTK library to filter out common
first names (e.g., Michael, Jessica) from our stance detection
algorithm and employ the Python spaCy library [135] to ex-
clude nouns that fall into the following categories: FAC, LOC,
WORK_OF_ART, DATE, TIME, PERCENT, MONEY, QUAN-
TITY, ORDINAL, CARDINAL. This approach ensures that
passages are not erroneously categorized as Pro or Against
particular dates or monetary amounts. To ensure robust mea-
surements of ecosystems’ and websites’ stances toward spe-
cific entities, we gather the top 5,000 noun entities (i.e. popu-
lar topics) from our data and perform stance detection on each
passage within each cluster where it appears among the top
10 PMI keywords. Altogether, this process involves running
stance detection on 96.3M passage and keyword pairs.

Interpretable Mapping of Websites’ Biases. A simplistic
approach to understanding a website’s overall bias (i.e., how
anti or pro) toward an entity such as “Ukraine” would in-
volve aggregating the percentage of their articles that had pro-
“Ukraine” and anti-“Ukraine” stances (i.e., % pro-Ukraine
articles − %anti-Ukraine articles). However, this approach
could potentially fail given that some websites may not have
an abundance of articles focused on Ukraine or may only
discuss Ukraine-related entities to obfuscate their bias. As
such, taking inspiration from Waller et al. [137] who train
Word2Vec models to predict subreddit’s biases, we instead
take a holistic approach by aggregating each website’s respec-
tive stances to all their written-about entities and predicting
bias via Bayesian regression models.

To estimate websites’ bias toward a given subject along an
axis, we first gather a seed set of websites with at least 250 ar-
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Figure 2: Partisanship of our websites based on their stances to their
articles’ topics; estimated by Bayesian regression.

ticles6 discussing the entity and compute their simplistic bias
score (i.e., % pro-entity articles − % anti-entity articles). To
make these values more interpretable, we normalize these
scores as z-scores (i.e., mean 0 and variance 1), such that
a score of 1.0 can be interpreted as bias in favor of entity
one standard deviation above the mean [137]. Following this
calculation, we subsequently train a linear Bayesian regres-
sion model with L2 regularization to predict this bias score
by utilizing our seed set of websites’ stances to other entities
(besides the one in question). Finally, once trained, using the
model, we estimate the rest of our websites’ bias scores to the
given entity. We adopt a Bayesian approach as this directly
enables us to quantify how individual stances contribute to
our prediction of a website’s bias to a particular entity.

To validate this approach, we mapped our websites to par-
tisanship scores along the U.S. left–right political spectrum
(Figure 2) using the keywords “democrat” and “republican,”
and a seed set of 105 websites. The partisanship scores from
the resulting model had a ρ = 0.51 Spearman correlation with
the partisanship labels (Far-Right, Right, Right-Center, Cen-
ter, Left-Center, etc.) provided by Media-Bias/Fact-Check.
As seen in Table 2, some of the most right-leaning partisan
stances included positive stances towards Dinesh D’Souza, a
right-leaning commentator [140] and America, while having
a negative stance toward communism. On the Democratic
side, the associated stances include being against Texas, con-
servatives, and the former Republican congressman George
Santos. Similarly, as seen in Figure 2, matching the partisan
labels from Media-Bias/Fact-Check, we broadly observe that
our set of reliable websites is left-leaning and the unreliable
websites are right-leaning.

4 Characterizing News Ecosystems

Having detailed our methodology, we now characterize the
ecosystems of reliable, mixed reliability, and unreliable news

6This ensures that the margin of error for probabilities is below 0.10 with
a 95% confidence interval based on the normal distribution.

Republican Stances Coeff. Std.

Pro Souza 0.311 0.083
Pro America 0.245 0.122
Against Communist 0.215 0.102

Democratic Stances Coeff. Std.

Against Santos -0.323 0.105
Against Texas -0.315 0.075
Against Conservative -0.282 0.098

Table 2: The stances most associated with U.S. partisan factions;
estimated by Bayesian regression.

Reliable News Mixed News Unreliable News

Pro CDC Against Kardashian Against Pfizer
Pro Quantum Pro Gunnar Against Vaccine
Pro Senate Pro Alnassar Against Wuhan

Table 3: Keywords most associated with each news ecosystem;
estimated using PMI.

websites. Visualized in Figure 3, the most heavily discussed
stories among our set of reliable news websites included
the U.S. Republican primary (62,911 articles), business
news quarterly revenue (57,453 articles), the U.S. Supreme
Court’s decision to overturn federal abortion rights (Roe v.
Wade) (38,358 articles), and the Russian invasion of Ukraine
(35,135 articles). Looking at the top stories spread by un-
reliable news websites, we observe many of the same sto-
ries, most notably one concerning the U.S. Republican pri-
mary (13,393 articles). Indeed, across all shared story clusters
(91,390 stories, 62.5%), we observe an average Pearson cor-
relation of 0.501 between the volume of articles from our
unreliable and reliable news websites. Beyond these shared
stories, we observe on unreliable websites a focus on corrup-
tion and government failures (9,094 articles), the U.S. Federal
Bureau of Investigation’s (FBI) search of President Donald
Trump’s Mar-a-Lago estate (7,678 articles), and the investi-
gation into Hunter Biden’s (U.S. President Joe Biden’s son)
laptop (7,509 articles) [105]. For our set of mixed-reliability
news websites, we observe a heavy focus on sports and pop
culture; two of the top five stories focus on the celebrity Kar-
dashian family and one on the footballer Cristiano Ronaldo.
Mixed-reliability news volume is also highly correlated with
the volume of stories on reliable (127,106/86.9% shared sto-
ries with a ρ = 0.689 Pearson correlation for the story vol-
umes) and unreliable news websites (91,205/62.4% shared
stories with a ρ = 0.646). We detail each ecosystem’s stories
(i.e., the number of articles about each story as well as their
summaries) in the Supplementary Material.7

Using the stance of each website toward the top 5,000 enti-
ties in our dataset, as output by our augmented TATA model,
we further characterize the attitudes of our reliable, mixed-

7https://www.hanshanley.com/files/tracking_supp_material.pdf
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Figure 3: The most commonly discussed stories on reliable news websites labeled with their LLM-generated summaries.

reliability, and unreliable news websites. To do this, we utilize
PMI to determine the non-neutral stances most associated
with each ecosystem (we limit this analysis to stances rep-
resented in at least 500 total articles within each ecosystem
to avoid spurious values). As seen in Table 3, reliable news
websites are more pro-CDC (Centers for Disease Control),
pro-Quantum, and pro-Senate (than mixed-reliability and un-
reliable websites). The most distinctive stances of mixed-
reliability websites concern pop culture and football (Gunnar
is a Norwegian football manager and Al Nassr Football Club
is a Saudi-Arabian football team). In contrast, the most dis-
tinctive stances among the unreliable news websites primarily
concern the COVID-19 pandemic, with these websites dis-
tinctly opposing vaccines, Pfizer (one of the leading compa-
nies that developed a COVID-19 vaccine), and Wuhan, China
(the origin of COVID-19) [102].

The stances between different news ecosystems are fairly
distinctive. Indeed, by fitting a random forest classifier to 80%
(3,260 websites) of the websites’ stance data based on their
percentage for and against different entities (using 10% of
the websites as validation (408 websites) and 10% as test
data), we achieve an accuracy of 85.9% and an AUC of 0.889
in differentiating unreliable news websites from reliable and
mixed-reliability websites. This illustrates the ease of differ-
entiating between types of websites by their stances and the
ability to predict a potentially unlabeled website’s reliability
based on its stance towards popular news stories.

Bias Case Study: Ukraine and Vaccines. Beyond the most
distinctive stances that each website has, to further understand

the underlying attitudes within each ecosystem, we perform
a case study on each website ecosystem’s attitudes towards
Ukraine and Vaccines—two of the most commonly covered
topics in our dataset—using the methodology outlined in
Section 3.3. While this analysis specifically addresses Ukraine
and vaccines, similar to how we analyzed U.S.-based political
partisanship in Section 3.3, this approach can be applied to
any popular entity within our dataset. We additionally present
analyses for America, China, and Iran in the Supplementary
Material.8

Pro-Ukraine Stances Coeff. Std.

Pro Zelenskyy 0.378 0.114
Pro Zelensky 0.368 0.110
Against Syria 0.225 0.114

Anti-Ukraine Stances

Against Zelenskiy -0.500 0.111
Against Biden -0.370 0.103
Against DHS -0.345 0.119

Table 4: Stances associated with Ukraine; estimated by Bayesian
regression.

Fitting our Bayesian regression models for both Ukraine
and vaccines, we map all of our news articles to a bias latent
for both entities in Figure 4. We observe that reliable news
websites express higher support for Ukraine and vaccines
(µvaccine=0.32, µukraine=0.36), while unreliable news web-
sites oppose both (µvaccine=-0.82, µukraine=-0.87), and mixed-

8https://www.hanshanley.com/files/tracking_supp_material.pdf
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Figure 4: Distribution of Ukraine and vaccine bias across unreliable, mixed-reliability, and reliable news websites; estimated by Bayesian
regression.

Pro-Vaccine Stances Coeff. Std.

Pro Ukraine 0.343 0.111
Pro Trans 0.259 0.110
Pro Healthcare 0.233 0.093

Anti-Vaccine Stances

Against COVID -0.360 0.144
Against FDA -0.334 0.122
Against Pfizer-BioNTech -0.333 0.143

Table 5: Stances associated with vaccines; estimated by Bayesian
regression.

reliability websites in the middle (µvaccine =−0.11,µukraine =
0.04). This largely matches the original article stance distri-
bution where we found that 31.9% of unreliable news articles
were anti-Ukraine and 23.8% were anti-vaccine; for mixed-
reliability websites, 17.8% were anti-Ukraine and 8.5% were
anti-vaccine; and for reliable news websites 12.9% of articles
were anti-Ukraine and 7.1% were anti-vaccine.

Among our dataset, the news websites most anti-Ukraine
include rt.com (zukraine = -2.36), strategic-culture.org (zukraine
= -2.54), and southfront.org (zukraine = -2.41) — three web-
sites known for spreading Russian propaganda [106]. Some of
the most pro-Ukraine websites include nationaljournal.com
(zukraine = +2.53), a U.S. political policy-oriented website,
kyivpost.com (zukraine = +0.80), a Ukrainian website, as well
as a selection of NBC and ABC affiliate websites including
wbaltv.com (zukraine = +2.04), wvtm13.com (zukraine = +2.14),
and ketv.com (zukraine = +2.55) [33]. The most anti-vaccine
websites include vaccineimpact.com (zvaccine = -3.41) and
pantsonfirenews.com (zvaccine = -2.56), both known for spread-
ing misinformation [33]. Conversely, the most pro-vaccine
websites include Johns Hopkins (zvaccine = +1.28) and the
World Health Organization (zvaccine = +0.94).

Examining the stances most associated with each topic
latent (Tables 4 and 5), we observe that for Ukraine, this in-
cludes stances concerning the current president of Ukraine,

Volodymyr Zelensky [131]. Beyond this entity, we further
observe the entities associated with attitudes towards toward
Ukraine include other Ukrainian allies (e.g., Biden and DHS)
and countries in the Global South that have battled for atten-
tion and aid following the Russian invasion of Ukraine [25].
For the vaccine latent, we observe that the stances most associ-
ated with being pro vaccines have to do with being pro-health
interventions like healthcare, as well as left-leaning causes
like transgender rights and Ukraine [75, 77]. In contrast, we
observe that being against vaccines is associated with being
against COVID (the cause of the polarization of vaccina-
tion [75]), the U.S. Food and Drug Administration (FDA),
and Pfizer, one of the companies that developed COVID-19
vaccines [75, 122].

5 Underlying Website Relationships

As observed in Section 4, unreliable, mixed-reliability, and
reliable news websites often cover the same stories simultane-
ously, suggesting an interdependence [127]. To further under-
stand these relationships, we utilize an open source version
of the NETINF [49] algorithm to infer the underlying struc-
ture and relationships amongst our sets of news websites [85].
Specifically, we first run NETINF using all of the extracted
stories within our dataset as time cascades. To determine the
appropriate number of iterations to run NETINF algorithm, as
in Gomez et al. [49], we utilize the point at which the marginal
gain within the algorithm of adding new edges plateaus (90%
of the total marginal gain; see Supplemental Material9 for
additional details).
Ecosystem Relationships Across All News Stories. Using
the estimated number of copies between websites and the
time delay between copies as found by NETINF, we first
examine the overall relationships between ecosystems. We
find that reliable and mixed-reliability news websites have
a large role in introducing stories adopted by the rest of the

9https://www.hanshanley.com/files/tracking_supp_material.pdf
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Figure 5: The percentage of each ecosystem’s copied stories that came from each different ecosystem as well as the change in the average time
delay between website copy/reposting of stories depending on the combination of news ecosystems.

news ecosystem. As seen in Figure 5a, 60% of the news
articles on reliable news websites that were copied/influenced
from elsewhere came from other reliable news websites, 43%
on mixed-reliability websites came from reliable websites,
and 32% on unreliable websites came from reliable websites.
Unreliable news websites had significantly less influence;
only 10% of the copied stories on reliable news websites
originated from unreliable news websites (13% for mixed-
reliability, 27% for unreliable).

Looking at the set of reliable websites that are the most
common sources of copied stories throughout the entire news
ecosystem, we see several popular websites including ya-
hoo.com (1.19%), apnews.com (0.73%), abcnews.go.com
(0.60%), and cnn.com (0.60%). Despite popular reliable news
websites being common sources, website popularity had only
a slight Pearson correlation with their percentage of copies.
Using data from the Google Chrome User Report (CrUX)
from October 2022 (which Ruth et al. [116,117] showed to be
the most reliable website popularity metric), we find that for
unreliable news websites copying from reliable websites, the
corresponding reliable websites’ popularity had a correlation
of ρ=0.225 (ρ=0.189 for reliable websites copying from reli-
able websites, ρ=0.311 for mixed-reliability news websites
copying from reliable websites).

As seen in Figure 5b, reliable news websites adopt the
stories of other reliable news websites more quickly (-1.07
days) compared to the average copy delay (38.4 days). Mann-
Whitney U-tests indicate that these differences are all signif-
icant. This compares to a nearly +7.81 day additional delay
of reliable news websites picking up the stories from unre-
liable news websites and -0.44 days from mixed-reliability
websites. We find a similar pattern amongst mixed-reliability
websites, which adopt stories from reliable news websites
(-1.87 days) more quickly than from unreliable news websites
(+4.64 days).

Influence on the Full News Ecosystem. Having examined
the website copies and rates of adoption between the different
ecosystems, we next consider which websites are the most
influential using the graph of the edge connections between
individual news websites. Eigenvector centralities are often

utilized to determine the relative influence of nodes within
graphs [115] and, as such, we utilize this metric to understand
websites’ influence. We further compute hub centralities as a
metric for websites’ influence in originating stories that spread
to other websites (given the directionality of the arrows in
our graph, this metric determines the most important websites
for supplying content [76]). We show the most influential
websites in Table 6 and Figure 6.

All stories Hub Eign.

yahoo.com 0.149 0.111
apnews.com 0.101 0.092
dailymail.co.uk 0.097 0.099
nypost.com 0.052 0.076
independent.co.uk 0.049 0.097

Table 6: Websites with the largest influence in the underlying influ-
ence graph determined by NETINF with all stories considered.

We find that website popularity is moderately correlated
with the relative influence of websites within the news ecosys-
tems (when looking at all news websites compared to only
reliable websites in the last section). Again using website pop-
ularity data from the Google Chrome User Report (CrUX),
we find that a website’s eigenvector centrality/influence has a
Spearman correlation of ρ = 0.571 (0.396 for hub centrality)
with that website’s popularity rank.

Despite making up 24.6% of the news websites in our
dataset, unreliable news websites do not make up a propor-
tional percentage amongst the most influential news websites.
Directly comparing the eigenvector centralities of the reli-
able news websites to those of the unreliable news websites,
we find that reliable news websites are significantly more
influential in this ecosystem than unreliable news websites
(Cohen’s D = 0.64, p-value ≈ 0),10 with mixed reliability
websites having comparable influence to reliable ones (no sig-
nificant difference through Mann Whitney U-test). In terms of
origination (hub centralities), we observe a slightly different
trend with mixed-reliability websites having slightly more

10The p-value is computed using the Mann-Whitney U-test.
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Figure 6: The most influential websites and their interactions. The
sizes of nodes are proportional to their hub centrality. Reliable news
websites are colored blue, mixed-reliability websites are colored
grey, and unreliable news websites are colored red.

influence in originating stories compared to reliable news
websites (Cohen’s D = 0.04, p-value ≈ 0) and unreliable
news websites (Cohen’s D = 0.05, p-value ≈ 0).

Spread by Unreliable News Stories. To understand the
dynamics of the spread of potentially factually unreliable sto-
ries, we run the NETINF algorithm on the set of 6,762 news
stories where unreliable news websites posted a plurality
of articles about those stories. The most popular story
amongst these clusters was about government censorship and
control (9,094 articles) summarized as: There is censorship,
propaganda, and government control in the U.S. Cancel
culture is a form of censorship, and that government-funded
media outlets can exercise control over editorial content.
The text also warns about the influence of the “Deep State”
and far-left communists in U.S. institutions, including the
government, media, education, and Big Business.

As expected, given how we narrow our set of stories, as
seen in Figure 5c, relative to all news stories, unreliable news
websites had significantly more influence in originating po-
tentially unreliable content. For example, while for all sto-
ries, reliable news websites sourced less than 10% of all of
their copied stories from unreliable news websites, within
this specific set of news stories, the figure was 44%. Simi-
larly, for mixed-reliability websites, this percentage increased
from 13% to 53%. Furthermore, we find that unreliable web-
sites source the majority of their influenced or copied stories
from other unreliable news websites, at a rate of 75%. Look-
ing at the set of websites that are the common source for
other websites to copy from (Table 7), we find a heavy re-
liance on dailymail.co.uk, a United Kingdom-based tabloid

Reliable Propor.

dailymail.co.uk 0.140
abovetopsecret.com 0.039
ussanews.com 0.035

Mixed

dailymail.co.uk 0.062
thegatewaypundit.com 0.030
ussanews.com 0.027

Unreliable

naturalnews.com 0.025
ussanews.com 0.021
theburningplatform.com 0.020

Table 7: Websites that are the most common source of unreliable
news stories for each news ecosystem.

that Media-Bias/Fact-Check describes as having “low” fac-
tual reporting due to “numerous failed fact checks and poor
information sourcing.” We also find that ussanews.com, de-
scribed by Media-Bias/Fact-Check as promoting “entirely
false, so-called facts,” was a common source of potentially
unreliable news stories.

For this selection of news stories predominately published
by unreliable news websites, comparing the copy times of
these stories in Figure 5d to those in Figure 5b, we find that
reliable news websites are slower to adopt the stories, regard-
less of from which news ecosystem the story originated. We
thus observe a reticence amongst our reliable news websites
to report on the news stories primarily spread by unreliable
news outlets. However, we find that for mixed-reliability web-
sites, if the news story began amongst other mixed-reliability
news outlets, these news outlets are faster to adopt the story
(-3.47 days). We further observe that unreliable news websites
are the fastest at picking up these news stories comparatively,
picking them up quicker if they initially came from a mixed-
reliability (-5.35 days) or a reliable news website (-3.40 days).

Predom. Unreliable News Stories Hub Eign.

thegatewaypundit.com 0.129 0.109
dailymail.co.uk 0.075 0.125
theburningplatform.com 0.060 0.103

Table 8: Websites with the largest influence in the underlying influ-
ence graph for stories predominately spread by unreliable websites.

Influence in the Unreliable News Ecosystem. To under-
stand which websites are the most influential in the unreli-
able news ecosystem, we utilize the eigenvector centrality
of each website in the resultant graph created by running
NETINF on our set of predominantly unreliable news sto-
ries (Table 8). For this ecosystem, we find the popularity
of websites is only slightly correlated with eigenvector cen-
trality/influence (ρ= 0.158) and hub centrality (ρ= 0.175).
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Figure 7: Most influential websites and their interaction for stories
that are predominantly spread by unreliable news websites. Nodes’
sizes are proportional to their hub centralities.

Examining the set of websites that are most prominent within
the unreliable news ecosystem (Table 8 and Figure 7), we
find that many well-documented websites known for spread-
ing unreliable information are among the most prominent,
including theepochtimes.com, dailymail.co.uk, and thegate-
waypundit.com [127].

Comparing the eigenvector centralities of the unreliable
news websites to those of the reliable news websites, we
find that unreliable news websites are more influential within
this ecosystem (Cohen’s D = 0.219, p-value < 0.001), but
that unreliable and mixed-reliability websites had comparable
influence (no significant difference via the Mann-Whitney
U-test). However, most notably, we observe that among the
top influencers within this ecosystem are the reliable news
website, Yahoo News, and the mixed-reliability Fox News (not
shown in the table). Yahoo News primarily serves as a news
aggregator, gathering reports from various sources including
Fox News, the BBC, and Reuters [143]. Given its role as an
aggregator, Yahoo News appears to have a prominent role
in disseminating current events that are reported by other
outlets. Classified as mixed-reliability, Fox News similarly
has been widely commented upon for its role in disseminating
hyperpartisan news and misinformation [18, 34, 67].
Case Study: News Website Coordination. To identify po-
tential coordination among our websites in spreading unre-
liable news, we finally utilize NETINF to discern the rela-
tionships between websites involved in stories predominantly
published articles spread by unreliable and mixed-reliability
news websites (encompassing 40,325 news stories). After
running the NETINF algorithm, we clustered the resulting
graph using the Louvain clustering algorithm [35]. Qualita-
tively, the largest of these clusters was comprised of 885 rel-
atively mainstream and tabloid websites that report on gen-
eral news (e.g., wpxi.com, nbc29.com, wvva.com), with the
top stories concerning the Kardashians (Keywords: Kourt-

ney, Kardashian, Travis, Khloe, Barker). The second largest
cluster consisted of 492 locally-oriented news websites (e.g.,
cbs4local.com, idahostatejournal.com), where the top stories
focused on immigration (Migrant, Border, Patrol, Customs,
Smuggling) and the U.S. Constitution (Constitution, Oath,
Amendment, Constitutional). The fourth largest cluster (Crore,
Yoy, Profit, FY23, Quarter) included 334 international web-
sites (e.g., sputniknews.com, alarabiya.net), where the top
story involved international companies’ profits.

Most notably, however, among our clusters was a set of
338 websites, all with seemingly innocuous names such
as southindynews.com and northalaskanews.com, which ap-
peared to be dedicated to local news. Upon further investiga-
tion through querying WHOIS, we discovered that each of
these websites was registered by the domain registrar Epik,
Inc., a popular provider for misinformation and online hate
websites [54]. We find that this set of 338 ostensibly local
websites is owned and operated by the same entity, Metric
Media LLC, which produces algorithmically generated con-
tent and promotes right-wing views [144]. Indeed, using our
mapping of websites to their respective political partisanship,
we found that despite these websites rarely writing articles
about Republicans or Democrats, they have an average parti-
sanship µpolitics = 0.22, indicating a slight right-leaning bias,
with 88.2% of these websites being classified as right-leaning.
These websites largely repeat the same text including arti-
cles promoting herd immunity from COVID-19 in the United
States: More than 50 percent of U.S. citizens are considered
fully vaccinated against COVID-19, nearing the target for

“herd immunity” Herd immunity happens when enough of the
population has become immune to the virus from the previous
infection that it effectively protects those who are not immune.

6 Propaganda and Slanted Influence Networks

As seen in the last sections, news websites, regardless of
their factual reliability, often report on the same stories, with
unreliable news websites, in select cases, influencing both
reliable and mixed-reliability news platforms. Furthermore,
while reliable and mixed-reliability news websites predomi-
nantly adopt stories from other reliable and mixed-reliability
sources (Figure 5a), for topics primarily spread by unreliable
news websites, these specious sources often act as the origina-
tors of the content (Figure 5c). Within this vein, tracking the
spread of unreliable news and propaganda and determining
which sources are most effective at seeding these stories into
the mainstream media is critical for fact-checkers, journalists,
and researchers [62, 127]. To this effect, in this section, we
utilize our system to understand the websites originating and
spreading specific propaganda and influence campaigns.

To map the influence networks targeting specific entities (ei-
ther positively or negatively), we gather news articles and the
associated websites that exhibit a particular valence towards
a given entity (e.g., anti-vaccine articles). Upon gathering this
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Figure 8: Anti-Ukraine Copy Matrix.

subset of news articles, we run the NETINF algorithm over
these cascades of news article clusters with specific stances.
We subsequently perform network analysis using eigenvec-
tor centrality and hub centrality, as discussed in the previous
section, to identify the most prominent and influential web-
sites promoting a given stance towards a particular subject.
By further examining day-to-day increases in news stories
with specific stances and comparing their spread in reliable
and unreliable news ecosystems, we further document new
individual stories meant to spread particular views or stances.

This programmatic approach can help identify stories that
are receiving renewed focus from unreliable news websites
and which websites are influential in propagating stances to-
wards entities of interest in a particularly damaging manner,
thereby facilitating the identification and mitigation of misin-
formation [62, 113, 118, 141]. To illustrate, we perform this
analysis for anti-vaccine and anti-Ukraine news stories.

Anti-Ukraine Hub Eign.

rt.com 0.155 0.210
sputniknews.com 0.073 0.129
news-front.info 0.054 0.163

Anti-Vaccine

naturalnews.com 0.141 0.179
theepochtimes.com 0.086 0.196
vaccines.news 0.049 0.170

Table 9: Websites with the largest influence in the underlying influ-
ence graph of anti-vaccine and anti-Ukraine news.

Anti-Ukraine Messaging. As seen in Figure 9 and Table 9,
the most prominent anti-Ukrainian news websites during
our study included well-known Russian propaganda web-
sites such as Russia Today (RT), Sputnik News, and News-
Front [106]. Beyond known Russian propaganda websites,
we also find that antiwar.com, described as a “libertarian non-
interventionist website” [33], was one of the most prominent
websites in spreading anti-Ukrainian content. Altogether, as
seen in Figure 8, unreliable news websites largely supply the
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Figure 9: Anti-Ukraine Influence Network determined by the NET-
INF algorithm. The nodes’ sizes are proportional to their hub cen-
tralities.

majority of the stories used across the entire news ecosys-
tem, with reliable websites copying 53% of their copied anti-
Ukrainian stories from unreliable outlets, mixed-reliability
websites copying 61%, and unreliable websites 70%.

The most common story pushed in this ecosystem of web-
sites concerned justifications for Russia’s invasion of Ukraine,
with one Russia Today article writing [132]: Moscow attacked
the neighboring state in late February, following Ukraine’s
failure to implement the terms of the Minsk agreements signed
in 2014, and Russia’s eventual recognition of the Donbass
republics of Donetsk and Lugansk. Further, the anti-Ukrainian
news story that received the largest increase in relative popu-
larity among our unreliable news websites in the last week of
our study (June 25 to July 1, 2023) featured a series of articles
with the keywords Ukraine, MacGregor, Douglas, Colonel,
Zelensky, showing a ratio of 9 articles in the unreliable news
ecosystem for every 1 article in the reliable news ecosystem.
This story, which predominantly spread within the unreli-
able news ecosystem, concerned an interview with retired
U.S. Colonel Douglas MacGregor suggesting that the war be-
tween Ukraine and Russia was unwinnable and that Ukrainian
President Zelensky was a puppet of Western powers: “The
war is really over for the Ukrainians. I don’t see anything
heroic about the man. And I think the most heroic thing he
can do right now is to come to terms with reality," retired
Army Colonel Douglas MacGregor told Fox Business News.
"I think Zelensky is a puppet, and he is putting huge numbers
of his own population in unnecessary risk," he said. The web-
site that spread this story the most was paulcraigroberts.org
(zukraine=-3.59, 3 articles).

Beyond the set of unreliable news websites spreading anti-
Ukrainian messaging, we further observe several international
news websites including asiatimes.com (zukraine =-1.13), the-
moscowtimes.com (zukraine =-0.67), and the right-leaning web-
site hotair.com (zukraine =-1.21) as purveyors of influential
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Figure 10: Anti-Vaccine Influence Network determined by NETINF.
The nodes’ sizes are proportional to their hub centralities.

anti-Ukrainian content in this ecosystem. Based on the inward-
weighted edges, the most influenced mainstream news website
in this ecosystem was haaretz.com, an Israeli outlet (zukraine
=+0.002 for Ukraine bias), and the most influenced mixed-
reliability news website was salon.com (zukraine = -0.056),
a US-based left-leaning news outlet. We thus observe that
even relatively neutral and pro-Ukrainian websites can be
potentially influenced by anti-Ukrainian news articles.

Anti-Vaccine Messaging. As seen in Figure 10 and Ta-
ble 9, the largest source of anti-vaccine stories was natural-
news.com, while the most influential anti-vaccine website was
theepochtimes.com, both known for spreading anti-vaccine
misinformation [33, 111]. As with anti-Ukraine stories, we
observe that each website category predominantly sourced
their content from unreliable news websites: 51% for reliable
news websites, 66% for mixed-reliability news websites, and
81% for unreliable news websites (Figure 11). In addition
to the theepochtimes.com and naturalnews.com, we find that
childrenshealthdefense.org, a website associated with former
presidential candidate Robert F. Kennedy Jr., had a major
influence on spreading anti-vaccine content, including one
article suggesting that a vaccine was not as safe as the U.S.
Food and Drug Administration claimed [30].

The most prominent-anti-vaccine story in terms of article
volume raised concerns about children receiving COVID-19
vaccines, as highlighted by childrenshealthdefense.org [97]:
Pfizer, at the urging of federal health officials, is hustling to
get infants and toddlers injected with experimental COVID
vaccines. The story that saw the largest relative increase in
news articles in the last week of our study (14 articles in
the unreliable news ecosystem for every 1 in the reliable
news ecosystem) was one with the keywords Pfizer, Batch,
Danish, Bnt162b2, Adverse. This story concerned Danish
scientists ostensibly discovering that batches of Pfizer vac-
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cines were actually placebos: The Danish scientists uncov-
ered “compelling evidence” that a significant percentage of
the batches distributed in the EU likely consisted of “place-
bos and non-placebos,” prompting the researchers to call for
further investigation.. The top websites that spread this story
were sgtreport.com (zvaccine=-1.31 for vaccine-bias), theauto-
maticearth.com (zvaccine =-1.08), and theburningplatform.com
(zvaccine=-1.86) with two articles each.

We find that the reliable news website most influenced (by
the weighted in-degree within the resulting NETINF graph)
was sciencebasedmedicine.org (zvaccine= +0.06), which fre-
quently reports on and quotes anti-vaccine information [94],
detected by our system. Additionally, the most influenced
mixed-reliability website (besides theepochtimes.com) was
thelibertyloft.com (zvaccine=-0.81), a right-leaning website
that Media-Bias/Fact-Check has identified as spreading
COVID-19 related misinformation [33].

7 Limitations and Future Work

Our work shows the promise of mapping the trajectories of
news stories and the takes of news websites towards specific
entities. However, we emphasize the complexity of the news
ecosystem and the considerable future work that remains to
understand how information travels online. Below, we discuss
the limitations of our work and potential future research.
English-Language Websites. Our work is limited to
English-language news articles and focuses predominantly
on US, UK, and Australian websites. As a result, our analy-
sis of the spread of particular stories is limited largely to the
English-speaking world and could miss other sources of news
(i.e., a Russian-language website for example may be more
influential in spreading pro-Russian propaganda than the web-
sites in our dataset). This restriction is largely due to our use
of PMI for identifying keywords for stance detection amongst
our story clusters, which does not directly work in a multi-
lingual setting. Similarly, we currently lack highly accurate
multilingual topic-agnostic stance-detection models [55, 63].
We leave to future work to consider how to semantically map



both news topics and stances towards them in multilingual
settings, as well as to consider how to source news content
from websites in additional languages.
Automated Fact-Checking of Narratives. As previously
noted, we do not fact-check individual news stories, which we
argue is a journalistic task beyond the scope of our automated
approach. While our system can be utilized to uncover net-
works of websites pushing potentially unreliable news narra-
tives allowing journalists to prioritize which stories need to be
fact-checked by their relative spread, these stories still require
human investigation to determine their veracity. However, we
note that for stories that have already been fact-checked on
reputable websites, it may be possible to incorporate the ap-
proaches of Hanley et al. [62], Zhou et al. [148], and others to
automatically label particular stories. Hanley et al.’s approach
involves gathering fact-checks from reputable sources and
using a DeBERTa-based model [65] to identify unreliable
news stories that directly contradict these fact-checks [62]. In
a similar fashion, Zhou et al.’s [148] approach involves using
an LLM agent and Google Search to identify which unreliable
news stories contradict fact-checks.
Ephemeral Unreliable News Websites. Factually unreli-
able news websites tend to be ephemeral [32, 58, 68, 101],
often only being active long enough to spread misinformation
to other platforms before shutting down themselves. As such,
finding news websites as soon as they come online is criti-
cal long term. We note that while our current system relies
on previously curated lists of websites, it can easily incor-
porate new websites as they appear (e.g., using the methods
outlined by Hounsel et al. [68] for identifying new unreli-
able news websites based on their domain registration and
network infrastructure characteristics). This inclusion would
enable our system to surface potentially unreliable news sto-
ries that have not spread onto more popular websites. Similar
to past work that has detected phishing and malware domains,
it would also potentially enable uncovering malicious Doppel-
gänger websites that masquerade as ordinary local websites
but that actually spread propaganda as soon as they come
online [12, 13, 46, 90, 134].

8 Discussion and Conclusion

In this work, we investigated the spread and stance of news
stories across 4,076 news websites from January 1, 2022, to
July 1, 2023. Our approach, which advances previous method-
ologies for understanding news flows by incorporating stance
into how we understand stories, allows us to track stories
across a mix of reliable, mixed-reliability, and unreliable news
websites. (Neglecting stance in understanding the spread of
narratives, while helpful for examining a singular ecosystem
[62, 127], would likely lead to misrepresentations of the inter-
actions between websites for particular stories.)

Our work demonstrates the key role that reliable news

platforms play in dictating the stories covered by the entire
news ecosystem. These popular and largely factual websites
maintain the largest degree of influence on the broader news
ecosystem (Figure 6) and are the source of much content
on mixed-reliability and unreliable websites (Figure 5). To
understand which stories unreliable websites will spin or con-
tort, researchers should consider reliable outlets as agenda-
setters [24, 45, 91]. However, we simultaneously highlight
that while a minimum of 62.4% of stories are shared between
different types of news websites (Section 4), different ecosys-
tems often have distinctive attitudes towards stories. For ex-
ample, using our analysis, inline with prior work [44, 48], we
show that current lists of unreliable websites, in contrast to
reliable news websites, among other biases, tend to be more
conservative and have distinctive biases against COVID-19
vaccines and Pfizer (Table 3).

Finally, our work demonstrates how, by analyzing the
stance of articles towards specific topics, we can uncover and
understand influence networks directed at specific entities,
facilitating the tracking of propaganda (e.g., anti-Ukraine) or
misinformation (e.g., anti-vaccine) within the news ecosys-
tem. This method also aids in identifying which otherwise
reliable news sources may be influenced by disinformation
and propaganda campaigns. Our approach, which considers
the context of authentic and mainstream websites, provides
a valuable tool for identifying dubious networks of websites
spreading particular types of slanted information, which we
argue can assist fact-checkers, journalists, and researchers in
better understanding potential online misinformation.

We hope that our work encourages further quantitative anal-
ysis of the distributed news ecosystem, particularly as social
media platforms become more opaque to researchers. Prior se-
curity research has uncovered weaknesses and attacks through
large-scale analysis (e.g., [2, 40, 42, 66, 95, 128–130]), and we
argue that there is significant potential for future work within
the security community on understanding attacks against and
strengthening the resilience of news ecosystems.
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Ethical Considerations

Trustworthy news media is fundamental to a democratic so-
ciety. Previously, false information has incited real-world
violence and had major consequences on public health and
elections. Disinformation and propaganda are attacks, and it



behooves the security community to understand how these at-
tacks are conducted and how to build better defenses against
them. Advances in this space help both citizens and news
outlets themselves, who regularly fact-check articles. At the
same time, like all active measurements, web crawling and
programmatic analysis of online content have potential ethical
ramifications that we must carefully consider.

Our work collects only publicly available news content
in line with prior work (e.g., [60, 123, 124]). We follow best
practices when scraping websites by slowly collecting content
over time to reduce load. Our scraping also includes built-in
safety mechanisms to prevent making requests more often
than once every 10 seconds. We never attempt to access any
privileged or private data but rather focus on public stories
that are linked from news platforms’ public homepages.

We also adhere to the best practices set forth for conducting
active Internet measurements [2, 41, 43]. The servers we use
for collecting content are identified as part of a research study
through WHOIS, reverse DNS, and informational websites
that indicate how to reach us researchers. Our IT and security
teams are also informed about how to route any questions,
requests, or complaints to our team. We received no requests
to opt out of our data collection during our study.

Our study does not generate any new content or redistribute
existing content. Instead, we analyze how context spreads.
We emphasize that while we utilize labels of individual web-
sites as unreliable or mixed-reliability from Media-Bias/Fact-
Check [33] and on existing previously-curated lists, this does
not necessarily mean that every news story spread by these
websites is misinformation. Many unreliable news websites
report factual information [127], and at times, otherwise re-
liable websites may mistakenly report incorrect information.
We only label stories that have been previously and individu-
ally expertly labeled as misinformation.

Open Science

We are committed to sharing our data with other researchers at
academic or non-profit institutions seeking to conduct future
work or re-implement our approach. We will publicly release
the weights and the code for the models used in this study.
Additionally, we will supply the URLs of crawled news stories
used in this study upon request.
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A Article Preprocessing

After collecting each page’s HMTL, we then parse the con-
tent to extract the news article text and publication date using
the Python libraries newspaper3k and htmldate. We subse-
quently remove any leftover boilerplate language (i.e., nav-
igation links, headers, and footers) from the text using the
justext Python library and remove any non-English articles
based on labels provided by the Python langdetect library.
We embed the constituent passages, rather than full articles
given the context window size limitations of the large lan-
guage that we use in this work. Furthermore, as argued by
Hanley et al. [62] and shown by Pikbus et al. [110], given that
articles often address multiple ideas, embedding passages
allows us to track the often single idea present within the
passage. Our dataset consists of 428,051,085 passages.

B PEFT through LoRA

We utilize Parameter Efficient Fine-Tuning/PEFT [86]
through Low-Rank Adaption/LoRA [69] to fine-tune and
adapt pre-trained models to our datasets and to better their
performance. LoRA, specifically, after freezing the weights
of the original pre-trained model learns pairs of low-rank-
decomposition matrices, reducing the amount of parameters
that need to be learned. LoRA has been shown to often out-
perform other types of adaptions including full-tuning [69].
Once learned, these matrices are merged with the original
frozen weights. LoRA requires the specification of the rank
of the matrices learned and an α value that scales the learned
parameters. Within this work, we learn LoRA matrices for
the attention and the dense/linear layers of our models and
utilize the commonly used defaults of rank=8 and α=16 [69].
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https://web.archive.org/web/20240831192927/https://thehill.com/policy/international/4857208-ukraine-defense-minister-rustem-umerov-long-range-missiles-restriction/
https://web.archive.org/web/20240831192927/https://thehill.com/policy/international/4857208-ukraine-defense-minister-rustem-umerov-long-range-missiles-restriction/
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https://mediabiasfactcheck.com/north-alaska-news/
https://mediabiasfactcheck.com/north-alaska-news/


C Training with Unsupervised Contrastive Loss

To adapt our embedding models to our news dataset, we uti-
lize unsupervised contrastive learning [47]. For training, this
is such that we embed each example xi = (passagei) ∈ DNews
(where passagei is the passage text) twice (with dropout both
times) with a given model by inputting [CLS]texti[SEP] and
averaging the contextual word vectors of the resulting outputs
as hidden vectors hi and h̃i for passagei as its representations.
Then, given a set of hidden vectors {hi}Nb

i=0 and {h̃ j}Nb
j=0 (dif-

ferent dropout), where Nb is the size of the batch, we perform
a contrastive learning step for each batch. This is such that
for each Batch B , for an anchor hidden embedding hi within
the batch, the set of hidden vectors hi , h̃j ∈ B , vectors where
i = j are positive pairs. Other pairs where i ̸= j are considered
negative pairs. Within each batch B , the contrastive loss is
computed across all positive pairs in the batch:

Lsim =− 1
Nb

∑
hi∈B

lc(hi)

lc(hi) = log
∑ j∈B 1[i= j]exp( h⊤i h̃ j

τ||hi||||h̃ j ||
)

∑ j∈B exp( h⊤i h̃ j
τ||hi||||h̃ j ||

)

where, as in prior work [62, 87], we utilize a temperature
τ = 0.07. When performing fine-tuning, we utilize default
hyperparameters (learning rate 3×10−5, batch size=128, and
1M examples) specified in Gao et al. [47].

D Pointwise Mutual Information

The PMI of a word wordi in a cluster C j is calculated:

PMI(wordi,C j) = log2
P(wordi,C j)

P(wordi)P(C j)

where P is the probability of occurrence and a scaling parame-
ter α = 1 is added to the counts of each word per cluster. This
scaling parameter α prevents low-frequency words in each
cluster from having the highest PMI value [133].

E Optimized DP-Means

DP-Means [79] is a non-parametric extension of the K-means
algorithm that does not require the specification of the number
of clusters a priori. Within DP-Means, when a given datapoint
is a chosen parameter λ away from the closest cluster, a new
cluster is formed. Dinari et al. [38] parallelize this algorithm
by delaying cluster creation until the end of the assignment
step. Namely, instead of creating a new cluster each time a
new datapoint is discovered, the algorithm determines which
datapoint is furthest from the current set of clusters and then

creates a new cluster with that datapoint. By delaying cluster
creation, the DP-means algorithm can be trivially parallelized.
Furthermore, by delaying cluster creation, this version of DP-
Means avoids over-clustering the data (i.e., only the most
disparate datapoints create new clusters) [38].
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Figure 12: Evaluation of our model’s precision, recall, and F1 scores
on the English portion of the SemEval22 test dataset [29] (using 3.0
as the cut-off for the two articles being about the same event [57]).

G Evaluation of Clusters

Passages
Keywords Checked Prec.

laissez-faire, progressivism, liberalism, laissez, corpus 193 96.89%
quake, earthquake, aftershock, turkey, rubble 500 100.00%
sinema, manchin, filibuster, kyrsten, senate 500 100.00%
williamson, marianne, self-help, williamsons, sander 500 97.40%
dysphoria, puberty, blocker, crosssex, hormone 500 100.00%
sudan, anand, evacuation, sudanese, khartoum 500 100.00%
rioter, slogan, bearing, capitol, drum 500 99.20%
teixeira, dighton, guardsman, teixeiras, massachusetts 500 99.40%
fdny, firefighter, firehouse, klein, kavanagh 500 97.00%
bragg, alvin, rouser, nypd, rabble 500 95.60%
taliban, afghan, afghanistan, hunger, malnutritio 500 100.00%
eyesight, blindness, blind, eye, sight 500 99.40%
maralago, classified, ballroom, fundraiser, document 500 100.0%
carolina, vetoproof, map, raleigh, cooper 500 99.80%
tarantino, quentin, pulp, cinema, filmmaker 500 99.20%
seoul,korea, posco, compensate, keb 500 100.00%
miscarriage, pregnant, pregnancy, csection, motherhood 500 100.00%
faucis, niaid, anthony, gain-of-function, allergy 500 100.00%
crump, arbery, breonna, ahmaud, trayvon 500 99.08%
portuguese, slave, plantation, colony, dutch 500 100.00%
cadet, guard, harassment, assault, adjutant 500 100.00%
spam, bot, musk, twitter, elon 500 98.80%
ufo, roswell, sighting, saucer, alien 500 100.00%
cpu, intel, x86, processor, amd 500 96.40%
chappelle, comedian, isaiah, onstage, attacker 500 100.00%
burisma, pozharskyi, vadym, hunter, zlochevsky 500 100.00%
bridgerton, penelope, featherington, daphne, coughland 500 100.00%
naloxone, narcan, over-the-counter, emergent, nasal 500 100.00%
schmitt, greitens, hartzler, missouri, trudy 100 99.20%
currency, dollar, yuan, reserve, de-dollarization 500 99.80%

Prec. 99.26%
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